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Abstract 
Brain tumor is one of the major causes of death among people. It is evident that the chances of survival can 

be increased if the tumor is detected and classified correctly at its early stage. The segmentation of brain tumors in 

magnetic resonance images (MRI) is a challenging and difficult task because of the variety of their possible shapes, 

locations, image intensities. In this paper, it is intended to summarize and compare the methods of automatic detection 

of brain tumor through Magnetic Resonance Image (MRI) using Histogram Thresholding and Artificial Neural 

Network. The proposed method can be successfully applied to detect the contour of the tumor and its geometrical 

dimension. Also in this paper, a modified Artificial Neural Network (ANN) model that is based on learning vector 

quantization with image and data analysis and manipulation techniques is proposed to carry out an automated brain 

tumor classification using MRI-scans. The assessment of the modified ANN classifier performance is measured in 

terms of the training performance, classification accuracies and computational time. MRI (Magnetic resonance 

Imaging) brain tumor images detection is a difficult task due to the variance and complexity of tumors. This paper 

presents two techniques for the detection purpose; first one is Histogram Thresholding and second is Artificial Neural 

Network technique. The proposed Neural Network technique consists of some stages, namely, feature extraction, 

dimensionality reduction, detection, segmentation and classification. In this paper, the purposed method is more 

accurate and effective for the brain tumor detection and segmentation. For the implementation of this proposed work 

we use the Image Processing Toolbox under Matlab Software. 

 

Keywords: Artificial Neural Network (ANN), Edge detection, image segmentation, brain tumor detection and 

Histogram Thresholding. 

Introduction
Brain has a very complex structure and is 

considered as a kernel part from the body. Nature has 

tightly safeguarded the brain inside a skull that hinders 

the study of its function as well as makes the diagnosis 

of its diseases more intricate. But, brain is not prone to 

diseases and can be affected by the abnormal growth 

of the cells in that change its normal structure and 

behavior; a disease generally known as a brain tumor. 

Brain tumors either include tumors in the central 

spinal canal or inside the cranium. Automatic defects 

detection in MRI is quite useful in several diagnostic 

and therapeutic applications computed tomography 

and MRI are two imaging modalities that help 

researchers and medical practitioners to study the 

brain by looking at it non-invasively. Most of the time, 

the tumor segmentation and classification become 

harder due to quantity of MR images and blurred 

boundaries. Since brain is safeguarded by the skull, 

therefore, an early detection of brain tumor is only 

possible when diagnostic tools are directed at 

intracranial cavity. MRI is a medical imaging 

technique, and radiologists use it for visualization of 

the internal structure of the body. MRI can provide 

plentiful of information about human soft tissues 

anatomy as well as helps diagnosis of brain tumor. MR 

images are used to analyze and study behavior of the 

brain. A powerful magnetic field is used to align the 

nuclear magnetization of hydrogen atoms (or protons) 

of water in the body. In the presence of RF (radio 

frequency) electromagnetic fields, hydrogen nuclei 

produce a rotating magnetic field which is detectable 

by the scanner. Since protons can absorb energy at 

specific frequency and have the ability to reemit that 

energy; therefore, a transmitter coil is normally fitted 

around the human skull to measure the net 

magnetization. The transmitter coil functions in the 

following way: first, it produces electromagnetic 

waves and transmits these waves inside the brain, and 

then a receiver coil measures the intensity of the 

emitted electromagnetic waves. Moreover, an 

additional gradient coil is used for spatial localization 

of the signal. Lastly, the recorded signals (or 
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electromagnetic waves) are reconstructed into an 

image by a specialized computer program. Early 

detection and classification of brain tumors is very 

important in clinical practice. Many researchers have 

proposed different techniques for the classification 

and detection of brain tumors based on different 

sources of information. In this paper we propose a 

process for brain tumor classification and detection, 

focusing on the analysis of Magnetic Resonance (MR) 

images. Our aim is to achieve a high accuracy in 

discriminating the two types of tumors through a 

combination of several techniques for image 

segmentation, feature extraction and classification. 

The proposed technique has the potential of assisting 

clinical diagnosis. Necessary preprocessing steps prior 

to characterization and analysis of regions of interest 

(ROIs) are segmentation and registration. Image 

registration is used to determine whether two subjects 

have ROIs in the same location. However, in this work 

we do not take into account the location of the tumor 

in the classification model so we do not employ 

registration. Image segmentation is required to 

delineate the boundaries of the ROIs ensuring, in our 

case, that tumors are outlined and labeled consistently 

across subjects. Segmentation can be performed 

manually, automatically, or semi-automatically. The 

manual method is time consuming and its accuracy 

highly depends on the domain knowledge of the 

operator. Specifically, various approaches have been 

proposed to deal with the task of segmenting brain 

tumors in MR images. The performance of these 

approaches usually depends on the accuracy of the 

spatial probabilistic information collected by domain 

experts. Utilizing the statistical information cumulated 

during the segmentation process, this method can 

provide satisfying results even in cases where the 

boundaries of the ROIs cannot be easily identified.  

Pankaj Sapra, Rupinderpal Singh, Shivani 

Khurana[2]”Brain Tumor Detection Using Neural 

Network”, brain tumor segmentation in magnetic 

resonance imaging (MRI) has become an emergent 

research area in the field of medical imaging system. 

Brain tumor detection helps in finding the exact size 

and location of tumor. An efficient algorithm is 

proposed in this paper for tumor detection based on 

segmentation and morphological operators. Firstly 

quality of scanned image is enhanced and then 

morphological operators are applied to detect the 

tumor in the scanned image. 

Manoj K Kowar and Sourabh Yadav  purposed [3]“ 

Brain Tumor Detction and Segmentation Using 

Histogram Thresholding” In this study a technique to 

detect presence of brain based on thresholding 

technique has been developed. The segmentation of 

the brain is also being done while detecting the 

presence of the tumor. The physical dimension of the 

tumor which is of utmost importance to the physicians 

can also be calculated using the present technique. T. 

Logeswari and M. Karnan, Mother Teresa Women’s 

College, Kodaikanal Tamil Nadu, India, [2009]. He 

purposed an improved implementation of brain tumor 

detection using segmentation based on soft computing. 

Image segmentation is an important and challenging 

factor in the medical image segmentation. This paper 

describes segmentation method consisting of two 

phases. In the first phase, the MRI brain image is 

acquired from patients’ database, In that film, artifact 

and noise are removed after that HSom is applied for 

image segmentation. 

    The remainder of this paper is organized as the 

following. At first, in Section II we illustrate the 

various components of our proposed technique to 

ocular detection. Further, in Section III we present 

some key experimental results and evaluate the 

performance of the proposed system. At the end we 

provide conclusion of the paper in Section IV and state 

some possible future work directions. 

 

Proposed technique 
This section illustrates the overall technique 

of our proposed Brain Tumor Detection and 

Segmentation Using Histogram Thresholding and 

Artificial Neural Network Techniques. In this paper, 

the proposed system is a modified version of the 

Artificial Neural Network. The modification is based 

on automatic utilization of specified regions of interest 

(ROIs) within the tumor area in the MRI images using 

Histogram Thresholding technique. Form each ROI, 

set of extracted features include tumor shape and 

intensity characteristics are extracted and normalized. 

Each ROI is then given a weight to estimate the PDF 

of each brain tumor in the MR image. These weights 

are used as a modeling process to modify the Artificial 

Neural Network. The presented work is based upon 

Histogram Thresholding and Artificial Neural 

Network for brain image segmentation and brain 

tumor detection. The image of the brain is acquired 

through MRI technique. If the histograms of the 

images corresponding to the two halves of the brain 

are plotted, symmetry between the two histograms 

should be observed due to symmetrical nature of the 

brain along its central axis. On the other hand, if any 

asymmetry is observed, the presence of the tumor is 

detected. After detection of the presence of the tumor, 

Thresholding can be done for segmentation of the 

image. Segmentation is done by calculating the 

threshold point. The differences of the two histograms 

are plotted and the peak of the difference is chosen as 
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the threshold point. Using this threshold point, the 

whole image is converted into binary image providing 

with the boundary of the tumor. The binary image is 

now cropped along the contour of the tumor to 

calculate the physical dimension of the tumor. The 

whole of the work has been implemented using 

MATLAB 2012. There are four major steps in the 

proposed approach for brain tumor classification:  

(a) Edge detection and ROI segmentation: delineating 

the boundary of the tumor (ROI) in an MR image.  

(b) Feature extraction: getting meaningful features of 

the ROI identified in the previous step. 

(c) Feature selection: removing the redundant features. 

(d) Classification: learning a classification model 

using the features. 

    The proposed algorithm starts by reading the input 

image, converting it to grey scale image then applying 

image segmentation techniques for extracting the 

Region of Interest (ROI). A set of reference MRIs is 

taken as the training database. Feature vectors are 

extracted for each image in the training set during the 

training phase. In the testing phase, the feature vector 

of the test image is computed.  The proposed approach 

is evaluated on real images, and the results are 

compared with other algorithms, in particular ANN 

algorithm. During the segmentation process, each 

image region confined by a rectangular window is 

represented by a feature color. 

The main objectives of proposed work are given 

below: 

1. Canny’s edge detection algorithm is 

computationally more expensive compared 

to Sobel, Prewitt and Robert’s operator. 

However, the Canny’s edge detection 

algorithm performs better than all these 

operators under almost all scenarios. 

2. Histogram Thresholding based image 

segmentation is the process of partitioning a 

digital image into multiple segments (sets of 

pixels, also known as super pixels). The goal 

of segmentation is to simplify and change the 

representation of an image into something 

that is more meaningful and easier to analyze. 

3. Histogram Thresholding-based methods are 

very efficient when compared to other image 

segmentation methods because they typically 

require only one pass through the pixels. In 

this technique, a histogram is computed from 

all of the pixels in the image, and the peaks 

and valleys in the histogram are used to locate 

the clusters in the image. 

4. Image size is the big problem in the Matlab. 

In our proposed approach we first considered 

that the MRI scan images are either color, 

Gray-scale or intensity images herein are 

displayed with a default size. In proposed 

work the MR image are always taken as 

default size, so this is free from the size of the 

database images. 

5. The objective of image segmentation is to 

cluster pixels into prominent image region. In 

this paper, segmentation of Gray level images 

is used to provide information such as 

anatomical structure and identifying the 

Region of Interest i.e. locate tumor, lesion 

and other abnormalities. The proposed 

approach is based on the information of 

anatomical structure of the healthy parts and 

compares it with the infected parts. 

6. There are different types of noise 

encountered by different techniques, 

depending on the noise nature and 

characteristics, namely Gaussian noise and 

impulse noise. In this paper we assumed that 

the main image noise is additive and random. 

7. In proposed work, other than filtering the 

region of interest (ROI) is proposed to 

identify different tumor types and/or different 

infected areas. It also introduced to enhance 

the processing time by executing the features 

processing algorithm in the identified areas 

instead of the whole image frame. 

       Three are some parameters given below: 

 

A. Magnetic Resonance Imaging 

Magnetic Resonance Imaging (MRI) is an imaging 

technique used primarily in medical settings to 

produce high quality images of the inside of the human 

body. In order to preview about MRI, in this section 

we give a brief description of the principles of MRI 

which are referred. In MRI, the image is a map of the 

local transverse magnetization of the hydrogen nuclei. 

This transverse magnetization in turn depends on 

several intrinsic properties of the tissue. The MR 

phenomenon relies on the fundamental property that 

protons and neutrons that make up a nucleus possess 

an intrinsic angular momentum called spin. When 

protons and neutrons combine to form nucleus, they 

combine with oppositely oriented spins. Thus, nuclei 

with an even number of protons and neutrons have no 

net spin, whereas nuclei with an odd number of 

protons or neutrons possess a net spin. Hydrogen 

nuclei have an NMR signal since its nucleus is made 

up of only a single proton and possess a net spin. The 

human body is primarily fat and water, which have 

many hydrogen atoms. Medical MRI primarily images 
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the MRI signal from the hydrogen nuclei in the body 

tissues. The net spin of the nucleus around its axis 

gives it an angular moment. Since the proton is a 

positive charge, a current loop perpendicular to the 

rotation axis is also created, and as a result the proton 

generates a magnetic field. The joint effect of the 

angular moment and the self generated magnetic field 

gives the proton a magnetic dipole moment parallel to 

the rotation axis. Under normal condition, one will not 

experience any net magnetic field from the volume 

since the magnetic dipole moments are oriented 

randomly and on average equalize one another.  

 

B. Histogram Thresholding 

In image processing, the Histogram Thresholding 

method (HT) is a very simple method used for 

automatic image Thresholding. Like ‘Otsu's Method’ 

and the ‘Iterative Selection Thresholding Method’, 

this is a histogram based Thresholding method. This 

approach assumes that the image is divided in two 

main classes: The background and the foreground. The 

HT method tries to find the optimum threshold level 

that divides the histogram in two classes. 

 

C. Artificial Neural Network (ANN) 

  An Artificial Neural Network (ANN) is an 

information processing paradigm that is inspired by 

the way biological nervous systems, such as the brain, 

process information. The key element of this paradigm 

is the novel structure of the information processing 

system. It is composed of a large number of highly 

interconnected processing elements (neurons) 

working in unison to solve specific problems. ANNs, 

like people, learn by example. An ANN is configured 

for a specific application, such as pattern recognition 

or data classification, through a learning process. 

Learning in biological systems involves adjustments 

to the synaptic connections that exist between the 

neurons. This is true of ANNs as well.  

 

Evaluation and results 
             To verify the effectiveness (qualities and 

robustness) of the proposed tumor detection, we 

conduct several experiments with this procedure on 

several images.  

In this work we load an MRI image and apply the 

different technique on loaded image in the Image 

Processing Toolbox under the Matlab Software. 

Below steps of our proposed work is given: 

Phase 1: Firstly we develop a particular GUI for this 

implementation. After that we develop a  c o d e  f o r  

t h e  l o a d i n g  t h e  M R  i m a g e  i n  t h e  

M a t l a b  d a t a b a s e .  

Phase 2: Develop a code for the edge detection 

process. For the edge detection process we use the 

canny edge detection technique. After that we apply 

the edge detection on the loaded MR image and we 

got the edge image. 

Phase 3: Develop a code for the segmentation using 

histogram thresholding. Image segmentation is the 

process of partitioning a digital image into multiple 

segments (sets of pixels, also known as super pixels). 

The goal of segmentation is to simplify and/or change 

the representation of an image into something that is 

more meaningful and easier to analyze. So we apply 

the segmentation on the MR image. 

Phase 4: After that we develop code for Detection 

using ANN we can easily do the classification of the 

MR image and detect the tumor present in image. 

The main figure window of our proposed method is 

given below: 

 

 
Fig.2 Main Figure Window 
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Flow Chart of proposed method  

        
 

   Results: 

       

 
Fig.1 Original Image 

 
Fig.2 Detection result 

 
Fig.3 Result window 

 

Conclusion and future scope 
The paper proposes a method for 

classification of tumor in a brain image. The main 

objective of this step is to differentiate the different 

abnormal brain images based on the optimal feature 

set. This classification is performed on proton 

Magnetic Resonance Spectroscopy images. But the 

classification accuracy results are different for 

different datasets which is one of the drawbacks of this 

approach. Experiments are conducted on various real-

world datasets and the results concluded that the 

proposed algorithm yield good results when compared 

with the other classifiers. The results revealed that the 

proposed hybrid approach is accurate, fast and robust. 

In this paper, we proposed two approaches for Brain 

tumor detection, identification and classification. The 

first approach is based on an integrated set of image 

processing algorithms, while the other is based on a 

modified and improved probabilistic artificial neural 

networks structure. The proposed integrated image 

processing algorithm is based on a modified canny 

edge detection algorithm and implemented using 

MATLAB. However, simulation results using this 

algorithm showed its ability to accurately detect and 

identify the contour of the tumor, its computational 

time and accuracy were much less than its 

corresponding algorithms that use the parallel 

distributed processing nature of neural networks to 

reduce computing time and enhance the classification 

accuracy. This leaded us to propose a modified and 

improved probabilistic artificial neural networks 

structure. The modification is based on automatic 

utilization of specified regions of interest (ROIs) 

within the tumor area in the MRI images. Form each 

ROI, set of extracted features include tumor shape and 

intensity characteristics are extracted and normalized. 

Each ROI is then given a weight to estimate the PDF 

of each brain tumor in the MR image. These weights 

are used as a modeling process to modify the 

conventional PNN.  
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